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Introduction

The STAR detector at RHIC produces 10s of PB every
year and ran its data production on NERSC/PDSF for ~20
years

PDSFOs + migrit&llto NERSC/Cori

Ongoing Efforts for STAR Data Production on Cori
u  Container Model
u  Scalability of CVMFS serving the STAR SW on Cori
u  Workflow on Cori
u MySQL Database access

u Efficiency
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STAR Software in Containers

Docker/Shifter containers are required to enable the STAR Software to run on Cori .

Best to deploy minimal containers, with Software stack
provisioned from CVMFS

Initial Container Model:

u Base OS SL7 + RPM + STAR SW + 1 STAR Library (4 GB)
Minimal Container Model:

u Base OS SL7 + RPM

u CVMEFS Serves: STAR SW + STAR Libraries

Our previous setup required 1 node to run a MySQL DB container
while all other worker nodes would run STAR tasks

The current running setup combines STAR Tasks
& MySQL Database on 1 node

Current Container: SL7 + RPM + mysqld
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Container Maintenance Tree

Current Running Setup on Cori
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CVMFS on Corl

CVMES on Cori P
u Fuse restriction on Cori (No Kernel access on worker nodes) {\5 — \ES AR N\
- cannot munt CVMFS natively A \ _ ovs | e

u NERSC provides Cori with Data Virtualization Service (DVS)
servers

Compute Node

u DVS servers forward I/O well, but do not support metadata

lookups (requires lookup to real CVMFS backend -> latency) 4
Events Completed Per Minute Per Task
£ 05
% 0.45
Throughput Maximization for CVMFS & 003-3
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u Looked at average of events pr oduc@:%oz-g’mi n/ it asko

com

. . ..2 . ~ . Y
u Dropsby~10-12% at first but we stil/]l gazililn neventi‘mln/n.odeo
u Curve remains flat afterward up to our max @15,000 tasks on 240 nodes § 0.05
Y= 0
u In order to achieve this we needed to modify our workflow with - 0 3000 6000 9000 12000 15000
ti me del aysé # of Tasks
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(s, ) STAR Workflow on Cori
/ Node n \
L Node 2 u First we launch steering script to the batch system
/ Node 1 \
Y
u Starts the STAR+mysqld container
u Runs OLoad DB6 & STAR SW scri
( Launch DB Script ) ( Launc;c?i':"lt\R SW )
u Both scripts have random sleep delays (one for copying
the DB and 1 for loading SW via CVMFS)
u Once STAR SW is loaded the script will wait until the DB
has started (biggest time killer!)
u Node(s) will | aunch o6nd Par al
Iproject
Launch n Parallel Input Daq Files
ROOT4STAR tasks
/( , ==
ROOT4STAR ROOT4STAR ROOT4STAR
task=1 task=2 task=60 $SCRATCH
\ Output Data Filesjj/
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Launch Master
SLURM Batch Script
)

(runs on head/1st node

v Job start efficiency loss

( Launch DB Script ( Ll S.TAR ) )
Script
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